
Knowledge-Aided and Adaptive Beam-Squint Aware MIMO-
OFDM Radar Detectors for ISAC

Journal: IEEE Transactions on Communications

Manuscript ID TCOM-TLS-24-0379.R1

Manuscript Type: Transactions Paper Submissions

Date Submitted by the 
Author: 17-Dec-2024

Complete List of Authors: SARAÇ, UGUR; Orta Dogu Teknik Universitesi Elektrik ve Elektronik 
Muhendisligi Bolumu
Guvensen, Gokhan M.; Orta Dogu Teknik Universitesi Elektrik ve 
Elektronik Muhendisligi Bolumu

Keyword:
Adaptive radar, Communication system performance, Interference 
suppression, MIMO systems, Radar clutter, Radar detection, Radar 
interference, Radar receivers, Radar signal processing, Signal processing

 

IEEE Transactions on Communications

Under review for possible publication in



1

Knowledge-Aided and Adaptive Beam-Squint
Aware MIMO-OFDM Radar Detectors for ISAC

Ugur B. Sarac, Gokhan M. Guvensen

Abstract—Integrating radar and communication systems for
economical use of hardware and spectrum resources is projected
to be a crucial aspect of sixth-generation (6G) systems, leading to
extensive research in the integrated sensing and communication
(ISAC) area. In this article, we propose a radar detector structure
for a multiple-input multiple-output (MIMO) ISAC system using
orthogonal frequency-division multiplexing (OFDM) modulated
waveforms. These waveforms are utilized to communicate with
downlink (DL) users while receiving echoes from targets and
clutter, in addition to separate OFDM-modulated uplink (UL)
communication waveforms. The transmitter (Tx) and receiver
(Rx) employ hybrid beamformers, with analog beamformers
precisely designed to cover flat angular sectors. Tx and Rx
beams are directed towards DL and UL users, respectively, with
the possibility of overlapping or separate angular sectors. We
introduce a Doppler-aware Code Bank (DACB) as the initial
processing stage, thoroughly investigating the effects of Doppler
mismatch. Following DACB, a sub-optimal sequential angle-range
processing (SARP) method is proposed to maximize the output
signal-to-interference-plus-noise ratio (SINR) while maintaining
feasible processing. A two-variant detector scheme is proposed to
address this processing’s suboptimality. Four different detectors
with varying complexities, including a fully adaptive detector,
are introduced. The potential beam-squint (BS) effect due to
increased bandwidth is also considered, and a subband approach
is proposed to mitigate these effects. Simulation results for all four
detectors, as well as a conventional 3-dimensional periodogram
detector commonly used as a benchmark in the literature, are
provided. The results demonstrate that the proposed detectors
can significantly enhance SINR and the probability of detection,
particularly when accounting for the coupling between the clutter
Doppler and Tx OFDM symbols.

Index Terms—Radar and communication coexistence, MIMO-
OFDM radar, detector structures, clutter channel model

I. INTRODUCTION

There has been a significant interest in integrating radar
and communication systems in the last few years, espe-
cially due to the increasing demand for sensing capability in
communication-oriented systems. [1]–[5] are a few examples
of valuable surveys about this research area. Among the
numerous studies, there has yet to be a consensus on the
name of the systems; integrated sensing and communication
(ISAC), joint sensing and communication (JSAC) and RadCom
are commonly used in the literature. We prefer to use ISAC
to depict the integrated radar and communication system. On
the other hand, there are both radar-centric studies, aiming
to integrate communication capabilities into radar systems,
and communication-centric studies, focusing on integrating
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sensing capabilities into communication systems. This study is
one of the communication-centric ones, meaning that radar op-
eration is done without negatively affecting the communication
performance. Communication-centric ISAC can also occur in
different ways. In a communication network, a transmitter (Tx)
can simultaneously transmit and sense its environment using
the signals coming from other transmitters. These systems
are usually called perceptive networks and [6]–[8] are among
the recent studies about this method of ISAC. On the other
hand, a Tx can transmit and sense its environment at the
same time utilizing its own transmitted signals, like classical
radar systems. We focus on this type of communication-centric
ISAC systems in this study, utilizing Orthogonal Frequency
Division Multiplexing (OFDM) waveforms. OFDM is one of
the most commonly used modulation schemes used in modern
communication systems because it enables frequency-domain
equalization which easily solves multipath channel problems,
and its implementation is relatively easy. On the other hand,
there are various studies which show that OFDM waveforms
can also be used in sensing operation [4], [6]–[19].

In the literature for fifth-generation (5G) and sixth-
generation (6G) systems, mm-wave multiple-input multiple-
output (MIMO) communications are commonly focused due
to the large communication band and high processing gain
it provides. As expected, there are also several MIMO ISAC
studies investigating sensing operation integrated into MIMO
communication systems. In [20], a portion of the transmit
(Tx) power is allocated for beam-scanning for radar detection.
In [21], both transmit and receive (Rx) beamformers are
optimized for sensing performance at a known target inside
the cell-under-test (CUT). In [15], separate two antennas are
utilized for radar signal transmission while a large antenna
array continues MIMO communication and sensing. In [22],
hybrid beamformers and compressive sensing are utilized for
ISAC signal processing. In [23], radar detection is performed
using the angle-sidelobes of the communication beams. These
are only a few examples showing how different the MIMO
ISAC approaches can be, mainly due to the large number of
parameters, e.g. antenna and waveform structures, Tx and Rx
beamformers, signal processing methods, etc. [24]–[31] are
valuable works about MIMO ISAC using OFDM waveforms.

An aspect of the MIMO-OFDM ISAC systems is the
effective bandwidth (W ) of the system. In general, using as
large W as possible is beneficial for both communication and
sensing purposes; however, significantly increasing the W of
the system can reduce the range resolution of the system so
much that different antennas in the array can see different
range responses coming from the same scatterer. In another
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perspective, a single scatterer can be seen at different angles in
different subcarriers in a MIMO-OFDM detector. This beam-
squint (BS) effect is investigated in [32] and has been shown
to be effective for high carrier frequency over W ratios. In [9],
this effect is mentioned and ignored as the W is selected to be
relatively small. In [33], the beam-squint effect is intentionally
used for searching purposes.

In this study, we focus on the radar detection performance
of a MIMO-OFDM ISAC system under a realistic clutter
model and the disruptive effects of beam-squint and uplink
(UL) communication users. In our scenario, there are multiple
scatterers in the sector of interest. The receiver gets the
echoes of the transmitted signal from all of these scatterers
but is interested in detecting only one of them. The scatterer
that the receiver is trying to detect, mostly because it is a
newcomer to the sector of interest, is called the intended
target (IT). All other scatterers are also targets for the radar
system but they are unwanted, this is why they are called
unintended targets (UITs). UITs act like clutter, and they
may be more powerful than the IT itself. The UITs also
consist of multiple scattering centers, making sure that some
part of them lies on fractional range and angle bins, making
it harder to suppress them. The same interference model is
used in [34] for a single-input, single-output (SISO) OFDM
radar scenario, for reference. On the other hand, there are UL
communication users and their signals are also disruptive to the
radar operation. Besides, when the communication bandwidth
becomes comparable to the center frequency, the beam-squint
effect introduces a range-angle coupling, negatively affecting
the MIMO radar performance. Last but not least, a Doppler
mismatch in the filters or Doppler spread of UITs results in
a symbol-dependent interference and undermines both angle
and range processing if not handled correctly. The moving
targets are usually related to the inter-carrier interference (ICI)
problem in the literature. In [25], ICI is allowed and cleverly
utilized to gain an advantage against range ambiguity problem.
In [35], ICI problem is explained and mitigated by imposing a
constraint on the linear dependency of modulation symbols. In
[36], the same effect is mitigated by designing a special beam-
former. ICI can be a problem when there are moving targets
with high velocities, which is a well-known and investigated
problem. However, Doppler mismatch in MIMO-OFDM ISAC
systems poses another problem, signal-dependent interference,
which undermines interference suppression even if the target
velocities are small. In [37], this effect is mentioned and a
modified element-wise division method is suggested to remove
the negative effects of signal-dependent interference, losing
the ability to apply further MIMO processing. Under all
these disruptive effects, we propose a detector scheme that
successfully suppresses the UITs and detects the IT.

The contributions of this study can be listed as:
• A mathematical model for the MIMO-OFDM channel

under the disruptive effects of clutter, UL users, beam-
squint effect and Doppler mismatch is constructed. The
signal dependent disturbance on angle and range co-
variances due to the Doppler mismatch is explained.
A novel least-squares (LS) based approach is proposed
to simultaneously apply classical Doppler processing

and get rid of the signal dependency while preserving
the dimensions required to apply further MIMO signal
processing. The residual signal dependencies are also
calculated and exploited for performance increase.

• A suboptimal knowledge-aided (KA) sequential angle-
range processing (SARP) is proposed. Within SARP,
theoretical signal-to-interference-plus-noise ratio (SINR)
expressions and SINR maximizing filters are provided.

• A novel detector scheme is proposed to overcome the
performance losses arising due to suboptimality. Its per-
formance is evaluated in terms of SINR and probability
of detection (Pd) metrics, including the comparison with
benchmark detectors in the literature.

• Along with benchmark detectors, computationally softer
detectors are proposed. Their mathematical backgrounds
are provided. A novel, adaptive matched filter (AMF)-like
[38] fully adaptive detector is also provided, which uses
symbol-independent filters that do not require recalcula-
tion for multiple frames.

The rest of this paper is organized as follows. The system
model including the MIMO channel and well-defined beam-
formers are explained in Section II. The proposed Doppler-
Aware Code Bank (DACB), two-variant detector scheme, and
SARP method are explained in detail in Section III. An
explicit interpretation of the Doppler mismatch effect is also
included in this section. In Section IV, the alternative filter
implementations used in this study, arising in the two-variant
detector scheme, are investigated. The simulation results and
discussions are provided in Section V, followed by the con-
cluding remarks in Section VI.

Notations: Regular letters, bold lowercase and bold up-
percase letters denote scalars, vectors and matrices, respec-
tively. [.]T , [.]H , (.)∗, [.]#, Tr{.}, ⊙, ⊗ and ⋄# denote trans-
pose, Hermitian transpose, conjugate, pseudo-inverse, trace,
element-wise multiplication, Kronecker product and Khatri-
Rao (column-wise Kronecker) product operations, respec-
tively. diag{A} represents a vector including diagonal ele-
ments of A and diag{a} represents a diagonal matrix A
whose diagonal elements are a. [a](n), [A](n,m) and [A][n,m]

represents nth element of vector a, (n,m)th element of matrix
A and (n,m)th block matrix inside matrix A, respectively.

II. SYSTEM MODEL

In this section, the mathematical model used in this article
will be explained. In the first part, the MIMO channel is
constructed and the necessary assumptions are made. In the
second part, the analog beamformers are constructed and the
different scenarios investigated in the article are explained.

A. MIMO Channel

The system in this study uses OFDM-modulated signals
for both uplink (UL) and downlink (DL) communication
purposes. For OFDM modulation, required cyclic prefix op-
erations are assumed to be conducted successfully throughout
the article. There are M OFDM symbols with duration Ts

in a coherent processing interval (CPI), among which the
reflected complex gain from any scatterer is highly correlated,
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接收端试图检测的散射体（通常是因为它是新进入该扇区的目标）被称为目标散射体（IT, Intended Target），而其他散射体虽然对雷达系统而言也是目标，但被视为干扰，因此称为非目标散射体（UIT, Unintended Target）
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	•	计算复杂度优化：除基准检测器外，还提出了计算更轻量的检测器，并提供了其数学基础。此外，设计了一种新型自适应匹配滤波器（AMF）式全自适应检测器[38]，其符号无关滤波器无需逐帧重新计算。
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enabling Doppler processing operations. On the other hand,
the reflected complex gains from the scatterers are independent
and identically distributed (iid) from CPI to CPI. The slow-
time parameters of the scatterers (range, angle, velocity) are
assumed to be the same through T CPIs, which are called
frames, with duration Tf , in this article. In each OFDM
symbol, there are N̄ subcarriers, the distribution of which
among communication users is not in the scope of this work.
Among these N̄ subcarriers, only N of them are used for radar
purposes. For simplicity, these N subcarriers are assumed to
be evenly distributed among all N̄ subcarriers. Evenly spaced
subcarriers enable OFDM processing to be done with DFT and
IDFT operations, which are intuitive and easy to implement.
Staggered distribution of subcarriers is not in the scope of this
study. Since this article focuses on radar signal processing,
the word ‘subcarriers’ will always mean the N subcarriers
used for radar purposes, unless otherwise is clearly stated.
The subcarrier spacing is ∆f and the carrier frequency of nth

subcarrier is fn = f1 + (n − 1)∆f , for n = 1, 2, · · · , N .
This means that total RF bandwidth is W = N∆f and the
center carrier frequency is fc = (f1+fN )/2. Corresponding to
these subcarrier frequencies, the wavelength of nth subcarrier
is λn = c/fn, where c is the speed of light in free space.

In our work, the UITs are considered to be large objects,
possibly covering multiple range and angle resolution cells.
For the sake of simplicity, the targets are approximated as col-
lections of several point scattering centers. There are multiple
UITs in the section of interest, each having a specific number
of scatterers, which depends on the size of the corresponding
UIT. A total of K scatterers exist in our scenario and in the rest
of the paper, k is the index used for counting the scatterers.
The kth scatterer is assumed to be at range rk, corresponding
to a round-trip time of τk = 2rk/c, and has a radial velocity
of vk, corresponding to a normalized Doppler frequency of
ρCk = (2vk/λc)Ts

1, where λc = c/fc is the wavelength
corresponding to the center carrier frequency.

We assume that there are Nt Tx antennas, Nr Rx antennas,
Dt Tx RF chains and Dr Rx RF chains in the system.
The Tx and Rx analog beamformers are denoted as Wt and
Wr, respectively. Using these variables, the frequency-domain
MIMO channel matrix of the kth scatterer for nth subcarrier
and mth OFDM symbol can be written as:

Hknm = αkmej2πρ
C
kmHkn

= αkmej2πρ
C
km[WH

r aknb
T
knW

∗
t e

−j2πτk∆fn] (1)

where akn and bkn are the receive and transmit steering
vectors towards kth scatterer at nth subcarrier. Hkn is the
Dr ×Dt effective MIMO channel, including range and angle
information of the scatterer after dimensions are reduced via
analog beamforming, which is assumed to be stationary during
M symbols; thus, it has no m index inside it. The random

1The Doppler shift is clearly dependent on the carrier frequency, and this
results in different Doppler shifts occur in different subcarriers. However,
when the center frequency fc and bandwidth W of the system satisfies
fc/W > M/2, the maximum amount of Doppler shift across subcarriers
becomes insignificant with respect to the Doppler resolution of the system.
In this work, this inequality is assumed to be satisfied so that the normalized
Doppler frequency is not dependent on subcarrier index.

variable αkm is the reflected complex gain, depicting the
complex amplitude and Doppler spread information of the
scatterer, and ej2πρ

C
km is for the mean Doppler shift of the

scatterer. Note that αkm is a realization of a stationary slow-
time random process with a given power spectral density
(PSD) along the Doppler axis. Let’s define

αk ≜ [αk1 αk2 · · · αkM ]T ,Rαk ≜ E
{
αkα

H
k

}
, (2)

where all of the diagonal elements of Rαk are assumed to be
equal to γC

k ≜ E{|αkm|2} because the average power of the
returns from the scatterer is assumed to be the same for all
M symbols. The off-diagonal elements of Rαk determines the
slow-time correlation properties of the kth UIT2.

The receive and transmit digital steering vectors towards a
scatterer at angle θ from the boresight of ISAC antenna array
at the nth subcarrier are denoted as an(θ) and bn(θ), which are
Nr × 1 and Nt × 1 vectors, respectively. When the steering
vectors are for kth UIT or uth user, we drop the angle and
use simply akn or bun, for notational simplicity. The reader
should understand that akn is the steering vector for kth UIT,
which is at angle θk. For example, if the antenna spacing is
denoted as d, the receive steering vector can be written as:

an(θ) = [1 ej
2π
λc

fn
fc

d sin θ · · · ej
2π
λc

fn
fc

Drd sin θ]T (3)

which depends on n due to the beam-squint effect. The
(fn/fc) ratio determines how much the wave number shifts
from its center value (2π/λc), and its value is assumed to be
unity in most scenarios. However, when W is comparable with
fc, it can be seen that 1−(W/2fc) ≤ (fn/fc) ≤ 1+(W/2fc).
In other words, the beam-squint effect becomes more effective
as the (fc/W ) ratio decreases.

Along with the clutter, a total of U single antenna com-
munication users are in the section of interest. The uth user
sends the frequency domain communication symbol junm at
nth subcarrier in mth symbol duration. Similar to the definition
in (1), the effective channel vector for the uth user at nth

subcarrier for mth symbol is defined as:

gunm ≜ βumej2πρ
S
kmgun = βumej2πρ

S
km[WH

r aun] (4)

where gun is the Dr × 1 effective SIMO channel including
complex channel and angle information of the user after
dimensions are reduced via analog beamforming. Note that this
channel is also assumed to be stationary during M symbols,
therefore it has no m index inside it. The random variable βum

is the received complex gain including the received power and
Doppler spread information of the user channel and ej2πρ

S
km

is for the mean Doppler shift of the user3. Similar to (2),

βu ≜ [βu1 βu2 · · · βuM ]T ,Rβu ≜ E
{
βuβ

H
u

}
, (5)

2The random variable αkm is chosen to be a realization of a zero-
mean complex Gaussian process, whose PSD function is Gaussian shaped
with a variance of (σC

k )
2 and mean of zero. Such processes can be

easily shown to have their autocorrelation matrix entries as [Rα
k ](i,j) =

γC
k exp(−2π2(σC

k )
2(i− j)2T 2

s ).
3Since it is assumed that the synchronization is done for the SoI channel,

the complex phase coming from propagation delay is not included in gunm.
On the other hand, angular coherence time is assumed to be much larger than
the CPI so that gun and Hkn stay the same for M symbol durations.
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where all of the the diagonal elements of Rβu are assumed to
be equal to γS

u ≜ E{|βum|2}4.
The Dr × 1 received signal vector ynm at the radar

transceiver can be written as:

ynm = H0nmxnm︸ ︷︷ ︸
tnm

+
K∑

k=1

Hknmxnm︸ ︷︷ ︸
cnm

+
U∑

u=1

gunmjunm︸ ︷︷ ︸
snm

+nnm

︸ ︷︷ ︸
ψnm

(6)
where xnm is the Dt × 1 vector of Tx streams to DL users,
and junm is the Rx symbol received from uth UL user, at
nth subcarrier in mth OFDM symbol. tnm, cnm, snm and
nnm are Dr × 1 vectors who represent the received signal
vector from intended target, total received signal vector from
unintended targets (clutter), total received signal vectors from
UL user signals, and noise, respectively. H0nm is the effective
MIMO channel for the intended target, whose expression is the
same as the channels for UITs, given in (1). ψnm is the total
additive interference on the intended target’s response, namely
the clutter, noise and the communication signal of interest
(SoI). The noise vector nnm is also defined after beamforming
operation, namely it consists of Dr circularly symmetric zero-
mean Gaussian random variables with covariance σ2

nW
H
r Wr.

For notational simplicity, let’s define:

Xn ≜ [xn1 xn2 · · · xnM ], Tn ≜ [tn1 tn2 · · · tnM ],

Cn ≜ [cn1 cn2 · · · cnM ], Sn ≜ [sn1 sn2 · · · snM ],

Nn ≜ [nn1 nn2 · · · nnM ], Ψn ≜ [ψn1 ψn2 · · · ψnM ]

Yn ≜ [yn1 yn2 · · · ynM ], Jn ≜ [j1n j2n · · · jUn]
T

jun ≜ [jun1 jun2 · · · junM ]T (7)

In this work, the slow-time processing gain is included in
the transmit beamformer and not visible in the transmitted
symbols. Therefore, Dt ×M DL transmit symbol matrix Xn

and U × M UL transmit symbol matrix Jn are normalized
accordingly. The average power per stream per subcarrier is
selected to be unity, therefore Tr{E

{
XnX

H
n

}
} = Dt and

Tr{E
{
JnJ

H
n

}
} = U . To simplify the notation, we define four

M ×M diagonal matrices.

DC
k ≜ diag{[1 ej2πρ

C
k · · · ej2π(M−1)ρC

k ]},ΛC
k ≜ diag{αk}

(8)
are the matrices that represent the mean Doppler shift and
the Doppler spread of the kth scatterer. ΛC

k also includes
the amplitude information of the kth scatterer as αk is the
reflected complex gain vector as described before. DS

u and
ΛS

u have the same forms with DC
k and ΛC

k but they are for uth

communication user. Using (6), (7) and (8), Dr ×M received

4The random variable βum is chosen to be a realization of a zero-mean
complex Gaussian process, whose PSD function is Gaussian shaped with a
variance of (σS

u )2 and mean of zero, whose autocorrelation matrix becomes
[Rβ

u ](i,j) = γS
u exp(−2π2(σS

u )2(i− j)2T 2
s ).

symbol matrix Yn is written and its elements can be defined
as below:

Yn = Tn +
K∑

k=1

Ckn︸ ︷︷ ︸
Cn

+
U∑

u=1

Sun︸ ︷︷ ︸
Sn

+Nn

︸ ︷︷ ︸
Ψn

, (9)

Tn ≜ H0nXnD
C
0Λ

C
0 , Ckn ≜ HknXnD

C
kΛ

C
k ,

Sun ≜ gunj
T
unD

S
uΛ

S
u . (10)

It should be noted that (9) can be written because the MIMO
channel matrix Hkn defined in (1) and SoI channel vector gun

are assumed to stay the same for the duration of M symbols.
The formation of the received symbol matrix Yn from its
components is visually shown in Fig. 1.

B. Analog Beamformers

In this article, transmit and receive analog beamformers,
Wt and Wr, are adjusted separately. Wt(Wr) is an Nt ×
Dt(Nr × Dr) matrix, which is formed to cover the angular
sector where DL(UL) users are located, and the UL and DL
users may or may not be inside the same sector in a real-
life application. Therefore, different scenarios in which the
sectors fully overlap or do not overlap are investigated in the
simulations section. Fig. 1 shows how the Tx and Rx sectors,
DL and UL users, UITs, and the IT can be located in an
example scenario of partially overlapping Tx-Rx sectors.

To reduce the power fluctuations inside the angular sectors,
the columns of Wt(Wr) are selected to be the eigenvectors of
the intended angular sector corresponding to Dt(Dr) largest
eigenvalues. The transmit power constraint is adjusted so that
Tr{WtW

H
t } = M is satisfied. This means that the sys-

tem’s slow-time processing gain is included through transmit
beamforming, and the total transmit power is constrained.
In the receiver part, however, to preserve the second-order
stationarity of the noise after receive beamforming, Wr is
scaled so that WH

r Wr = IDr is satisfied.

III. PROPOSED SIGNAL PROCESSING METHODS AND
DETECTOR STRUCTURE

In this article, an IT is to be detected under the disruptive
effects of UITs and UL users, by implementing knowledge-
aided or adaptive detection strategies. Within the given system
model, there are three domains in which detection will be
conducted, namely range, angle and Doppler domains. To have
a maximum-SINR filter for all domains, a DrNM ×DrNM
matrix must be known using the tracker or learned from the
environment and its inverse must be taken in the filter imple-
mentation. In practical systems, this dimension is so large that
neither effectively learning the matrix is possible before the
channel decorrelates, nor is there enough processing power to
implement this matrix inversion in real-time. Therefore, this
article pursues a sub-optimal processing that separates range,
angle and Doppler domains.
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Fig. 1. Visualization of Tx-Rx sectors, DL and UL users, UITs and the IT in
an example scenario of partially overlapping Tx-Rx sectors (top), and diagram
of transmitted and received data matrices (bottom)

Due to possible beam-squint effects, MIMO processing
should be done separately for each subcarrier, forcing an-
gle processing to come before range processing. However,
DrM×DrM matrix processing for each of the N subcarriers
is still hard to work with. Besides, eliminating the Tx symbols
at the first stage is crucial for OFDM radars, as the residual
symbols would deteriorate the performance for the subsequent
processing, as will be shown. For these reasons, a Doppler-
Aware Code Bank (DACB) is proposed as the first stage of
the processing, as in [9], [39]. With DACB, M symbols of
transmitted data are combined separately for each Doppler
CUT, and their dimension is reduced to Dt < M . It should be
noted that for classical phased-array systems with Dt = 1, this
processing would be equivalent to slow-time match filtering,
namely coherent combination of M slow-time samples into
one scalar for each of the Dr receive streams. In the MIMO
case, the processing combines the slow-time samples into
Dt dimensional vectors for each of the Dr receive streams,
allowing transmit beamforming on the receiver side to utilize
full MIMO gain of DrDt [39], while easing the computations
on the subsequent processing.

Doppler Processing 
in (13)

Angle Processing 
in (15), (16)

Interference-Aware Conventional DFT

Range Processing 
in (21), (22)

Interference-AwareConventional IDFT 

Thresholding in (28)

Logical OR operation

Work Simultaneously

TsTs Ts

time

Tf Tf

Symbols
(Doppler)

R
x 

R
F 

C
ha

in
s

Doppler-Aware Code Bank

Frames:
Tf

Ts

Sub
ca

rri
er

s
(R

an
ge

)

Fig. 2. Block diagram of proposed frame, symbol and subcarrier structures
and signal processing, including the two-variant detector scheme

After applying DACB, we propose Sequential Angle-Range
Processing (SARP) to combine data from DrDt different
streams and N different subcarriers into a single decision
metric for the CUT. As described before, jointly and opti-
mally combining DrDtN amount of data is computationally
burdensome, therefore MIMO processing is done separately
for each subcarrier, and then the results for the subcarriers are
combined. This sub-optimal method results in an SINR loss
in some specific cases, therefore we propose a two-variant
detector scheme to overcome this challenge. The details of
this detector scheme are explained in Section III-B.

The output of the SARP stage is the decision metric for
each CUT. This metric is then compared with the threshold
and a decision is made on whether there is no detection (H0

hypothesis) or detection (H1 hypothesis). A block diagram
showing the frame, symbol and subcarrier structures, the pro-
posed signal processing methods starting from the observations
Yn up to the detector decisions, including the two-variant
detector scheme, is given in Fig. 2.
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6

In the following part of this section, the proposed processing
method will be investigated in more detail. First, DACB will
be explained and its interpretation will be provided. Next, why
the proposed two-variant detector scheme is needed and how to
apply it will be explained. Finally, the theoretical derivation
of the SARP will be provided. Different detector structures
shown in Fig. 2 will be explained in Section IV.

A. Doppler-Aware Code Bank (DACB)

When (9) and (10) are investigated, it is seen that to reach
the channel H0n of the IT for detection, the transmitted
symbols and Doppler effects must be removed from the
received signal. For SISO channels, where H0n is a scalar for
each subcarrier and OFDM symbol, the suppression of Xn can
be done via Hadamard division, as in [16], [34]. However, in
MIMO channels, as seen in (10), Hadamard division cannot
give a good estimate of H0n. In this work, we estimate the
channel using least-squares (LS) approach, as in [9], but we
also conduct the Doppler processing at the same time.

For our preprocessing, and for the rest of the paper, we
assume that the CUT is at ñth range bin, m̃th Doppler bin and
θ̃th angle bin. In general, ñ, m̃ and θ̃ can be fractional bins.
Parentheses notation, e.g. (m̃), will be explicitly used when
it is needed to clarify the dependence of a variable to any of
the CUT parameters, like m̃ in this example. The M × Dt

preprocessing matrix for m̃th Doppler bin is defined as:

Vn(m̃) ≜ DT
m̃(X#

n )
∗ = DT

m̃XT
n (X

∗
nX

T
n )

−1 (11)

where X#
n = XH

n (XnX
H
n )−1 is pseudo-inverse of Xn and

Dm̃ = diag{1 ej2πm̃/M ej2π2m̃/M · · · ej2π(M−1)m̃/M} (12)

is the Doppler preprocessing matrix for m̃th Doppler bin.
After the preprocessing operation, the Dr × Dt MIMO

channel estimate at nth subcarrier for the CUT becomes:

Ĥn(m̃) ≜ Zn(m̃) ≜ YnD
H
m̃X#

n = YnV
∗
n

= TnV
∗
n +CnV

∗
n + SnV

∗
n +NnV

∗
n = TnV

∗
n +ΨnV

∗
n

= H0nXnD
C
0Λ

C
0Dm̃X#

n +
K∑

k=1

HknXnD
C
kΛ

C
kDm̃X#

n

+
U∑

u=1

gunj
T
unD

S
uΛ

S
uDm̃X#

n +NnDm̃X#
n (13)

Here are some remarks about our preprocessing, DACB:
• The dimension of the processed data in each subcarrier

is reduced from Dr × M to Dr × Dt with this prepro-
cessing, meaning that M OFDM symbols are coherently
combined but there are still Dt dimensions to achieve
subsequent MIMO processing, explained in Section III-C.

• The Doppler processing and the elimination of Tx sym-
bols are coupled. More specifically, M ≥ Dt must be sat-
isfied to effectively find X#

n to eliminate the Tx symbols,
but when M symbols are processed together, Doppler
effects changes the slow-time codes of Tx symbols. This
is a unique property of MIMO-OFDM ISAC systems.

• If the Doppler processing for the CUT matches the
Doppler of the IT (Dm̃ = (DC

0 )
∗), and there is no

Doppler spread of the target (ΛC
0 = IM ), then TnV

∗
n =

H0n, which means that the channel of the IT at the CUT
to be used in hypothesis testing is extracted.

• However, it is almost always the case that there are
other scatterers in the environment which have different
Doppler shifts and Doppler spreads, meaning that there
will be a Doppler mismatch between the preprocessing
and some of the scatterers in the environment (Dm̃ ̸=
(DC

k)
∗ and/or ΛC

k ̸= IM for some ks). Therefore, the
second term in (13) cannot be simplified to Hkn.

• If Dt = 1, namely the system is not MIMO but a classical
phased-array system, then XnD

C
kΛ

C
kDm̃X#

n would be
a scalar and the Doppler mismatch effect would not
change the matrix structure of the clutter channel Hkn

(UIT channels). However in MIMO systems, Hkn is
multiplied from right with a matrix dependent on Xn.
This means that both angle and range information of the
clutter are disturbed due to the Doppler mismatch in the
preprocessing stage.

• As will be shown in (27), Doppler mismatch results
in a Hadamard product-based disturbance in the range
response of the scatterers. If this effect is taken into
consideration, it acts as a diversity in Doppler domain
and results in an increased output SINR (due to clutter
suppression in Doppler domain). If this effect is overseen,
it makes the clutter spread over the whole range spectrum,
disables the range processing to suppress the clutter and
results in a reduced output SINR.

• Doppler mismatch also affects the angular response of the
scatterers, which can be seen when (19) is investigated,
but the details are not written in this paper for the sake
of neatness. The angular responses of the scatterers are
linearly transformed due to the Doppler mismatch, which
is also dependent on Xn. Similar to the range processing
part, detectors that take this effect into consideration
achieve greater clutter suppression with MIMO filters.

B. Two-variant detector scheme

As explained before, DACB is followed by sequential
MIMO and range processing. In practice, using max-SINR
filters for both MIMO and range processings separately rather
than using a joint max-SINR filter can cause a performance
degradation. This is because the first filter in the sequence
of filters, which is MIMO filter in our case, tries to suppress
the clutter without considering that there will be another filter
which can also suppress the clutter. If the IT is angularly close
to the clutter, it would also be suppressed to a level under
the noise level, and range processing cannot do anything to
increase the SINR. In other words, first stage can lose the
useful information that second stage can exploit in order to
maximize its own output SINR. Using jointly-optimal range-
angle filter can solve this problem easily, but this is not
realizable in real-time as explained before. Therefore, we
propose another suboptimal detector scheme in order to get
rid of this specific problematic case.

We propose a detection scheme in which two different
detectors are utilized simultaneously and their detection results
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are combined (with or operation). The first set of detec-
tors, identified with V1, use an interference-aware process-
ing in MIMO domain and conventional IDFT processing in
range domain. The other set of detectors, identified with V2,
use conventional DFT processing in MIMO domain and an
interference-aware processing in range domain. This way, in
both angle and range domains, the max-SINR filters can use
all useful information about the interference, not affecting each
other. The working principle of this detector scheme is shown
in Fig. 2. Details of the interference-aware processing are
given in Section III-C.

1) V1 detectors: The first set of detectors, which we call
as V1 detectors, uses conventional IDFT for range processing.
In other words, they select the range covariance matrix as
identity matrix when calculating the range processing filter u
in (22), in Section III-C. For MIMO processing part, three
different filter implementations are investigated in this paper,
as shown in Fig. 2. It should be noted that if the beam-squint
effect is neglected, the order of MIMO and range processings
of V1 detectors can be changed. In other words, without the
beam-squint effects, conventional IDFT in range domain can
be applied directly to {Zn} and MIMO processing can be
applied to each subcarrier afterward, without any change in
the resultant detection metrics.

2) V2 detectors: The second set of detectors in our two-
variant detector scheme, V2 detectors, use conventional DFT
for MIMO processing. Namely, they select the angle covari-
ance matrix as identity matrix in (16), in Section III-C. For
range processing part, three different filter implementations are
investigated in this paper, as shown in Fig. 2.

It should be noted that the two-variant detector scheme does
not suggest only one of these detectors is selected and utilized.
Instead, both detectors are working simultaneously and their
decisions are combined. In general, V1 detectors are better
at suppressing clutter in angle domain, and V2 detectors are
better at suppressing clutter in range domain. When utilized
together, they compensate for each other’s weaknesses and
suppress clutter effectively in both domains.

C. Interference-Aware Sequential Angle-Range Processing
As the next step of processing, we apply spatial processing

for each subcarrier to resolve any beam-squint effect before
combining the symbols in range domain. As seen in Fig. 2,
we propose three different filters for spatial processing for
V1 detectors and three different filters for range processing
for V2 detectors. These filters are common in the sense that
they are all interference-aware, meaning that they use the prior
covariance information of the UITs, possibly coming from the
tracker or obtained from the training data adaptively, with
the aim of increasing output SINR. What differentiates the
proposed filters from each other is the covariance matrices they
use. The conventional DFT and IDFT filters do not depend on
any information about UITs; however, they can be written as
a special case of our proposed filters when the covariances are
selected to be identity matrices. Therefore, the filter structures
explained in this section will be the basis for all detectors that
are investigated in this study, only difference between them
being the selection of covariance matrices.

The spatial filter at each subcarrier is derived as follows.
At each subcarrier, the MIMO channel is a Dr × Dt matrix
and to jointly use all elements of this matrix, vectorization is
used. Define the vectorized forms of the matrices in (13) as:

ϕn ≜ vec{TnV
∗
n} ≜ V

H

n vec{Tn},

ηn ≜ vec{ΨnV
∗
n} ≜ V

H

n vec{Ψn},
zn ≜ vec{Zn} = ϕn + ηn (14)

where Vn = Vn⊗IDr is MDr×DtDr effective preprocess-
ing matrix which is defined for notational simplicity in the
rest of the paper. Let’s define the result of the processing at
the nth subcarrier as:

rn = [r](n)(m̃, θ̃) = ωH
n (m̃, θ̃) vec{Zn} ≜ ωH

n zn(m̃) (15)

where ωn is the spatial filter applied to nth subcarrier after the
DACB and r is the N × 1 result of the processing whose nth

element is rn. ωn can be formulated as:

ωn =
(Rηn)

−1(m̃)pn(θ̃)

pH
n (θ̃)(Rηn)−1(m̃)pn(θ̃)

(16)

where pn(θ̃) is the DtDr × 1 spatial steering vector towards
θ̃ and Rηn(m̃) is the DtDr ×DtDr spatial covariance matrix
of the preprocessed received frame under H0. It should be
noted that ωn is the minimum variance distortionless response
(MVDR) filter [40], meaning that it minimizes the total
average power at the output while making the output unity
when zn happens to be equal to pn. Assuming that the IT is
at angle θ̃, the spatial steering vector towards the IT is:

pn(θ̃) = vec{WH
r an(θ̃)(bn(θ̃))

TW∗
t }

= (WH
t bn(θ̃))⊗ (WH

r an(θ̃)), (17)

which is the spatial response coming from a hypothetical point
target at angle θ̃ in vectorized form. The spatial covariance
matrix of zn under H0, namely when there is no IT contam-
ination, can be defined as:

Rηn(m̃) ≜ E{zn(m̃)zHn (m̃)|H0} ≜ E{ηn(m̃)ηH
n (m̃)}

= V
H

n E
{
vec{Ψn} vec{Ψn}H

}
Vn ≜ V

H

n RψnVn (18)

where Rψn is the MDr ×MDr spatial covariance matrix of
the interference before the DACB. It should be noted that
both Rψn and Rηn are dependent on Xn. Therefore, ωn must
be calculated for each Tx symbol sequence Xn, which can
be computationally burdensome. To ease the calculations, ωn

can be computed with the expectation of the Rηn over Xn,
with a performance loss. When the transmitted symbols Xn

are given, Rψn can be written as in (19). The derivation of
(19) and the expectation of Rηn over Xn are provided in the
extended version of this paper [41]. When (18) and (19) are
investigated, it can be seen that the range information of the
scatterers, which is the scalar phase component in the channel
Hkn defined in (1), is canceled out in Rηn. This means that
the proposed MIMO processing has no information about the
range profile of the interference.

As the last step of processing, we apply an N × 1 temporal
filter u on r to get our decision metric ξ as:

ξ(ñ, m̃, θ̃) =
∣∣uHr

∣∣2 . (21)
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Rψn =
K∑

k=1

(IM ⊗Hkn)(IM ⋄#(XnD
C
k))R

α
k (IM ⋄#(XnD

C
k))

H(IM ⊗Hkn)
H +

U∑
u=1

γS
u

M
(IM ⊗ gung

H
un) + σ2

nIMDr (19)

Rψn1n2
=


Rψn1

, if n1 = n2
K∑

k=1

(IM ⊗Hkn1
)(IM ⋄#(Xn1

DC
k))R

α
k (IM ⋄#(Xn2

DC
k))

H(IM ⊗Hkn2
)H , if n1 ̸= n2

(20)

The temporal filter u can be written as:

u(ñ, m̃, θ̃) =
Ση−1(m̃, θ̃)q(ñ)√

qH(ñ)Ση−1(m̃, θ̃)q(ñ)
(22)

where q(ñ) is the N × 1 range steering vector towards ñ
and Ση(m̃, θ̃) is defined as the N × N range covariance
matrix of the preprocessed and spatial filtered received frame,
again without the IT contamination. It should be noted that
the normalization in u makes sure that E {ξ|H0} = 1 if
Ση = E

{
rrH |H0

}
is indeed satisfied. Assuming that the IT

is at a range corresponding to ñth subcarrier (range bin), nth

element of the temporal steering vector towards the IT is:

[q(ñ)]n = e−j(2π/N)ñnωH
n pn = e−j(2π/N)ñn, (23)

which is the temporal response coming from a hypothetical
point target at ñth range cell. The range covariance matrix of
r under H0 can be defined as:

Ση(m̃, θ̃) ≜ E{r(m̃, θ̃)rH(m̃, θ̃)|H0} (24)

When the transmitted symbols for all subcarriers, namely
X1,X2, · · · ,XN , are given, (n1, n2)

th element of Ση can be
written as:

[Ση](n1,n2) = E
{
ωH

n1
zn1

zHn2
ωn2

|H0,Xn1
,Xn2

}
= ωH

n1
E
{
ηn1

ηH
n2
|Xn1

,Xn2

}
ωn2

≜ ωH
n1
Rηn1n2

ωn2
(25)

where Rηn1n2
is the DtDr × DtDr spatial cross-correlation

matrix of the preprocessed interference terms between n1
st

and n2
nd subcarriers, which can also be written as:

Rηn1n2
= V

H

n1
E
{
vec{Ψn1

} vec{Ψn2
}H

}
Vn2

= V
H

n1
Rψn1n2

Vn2
(26)

where Rψn1n2
is the DtDr × DtDr spatial cross-correlation

matrix of the raw interference terms between n1
st and n2

nd

subcarriers, whose closed form expression is given in (20).
The derivation of (20) and the expectation of Rηn1n2

over Xn1

and Xn2 are given in the extended version of this paper [41]. It
should be noted that both Rψn1n2

and Rηn1n2
are also dependent

on Xn. Therefore, u must be calculated for each Tx symbol
sequence Xn to get the range filter with maximum output
SINR. To ease the calculations, u can be computed with the
expectation of the Ση over Xn, with a performance loss.

When (1), (26) and (20) are investigated, it can be seen
that the range information of the scatterers are carried in the
off-diagonal elements of the Ση matrix. More explicitly, the
contribution from the kth scatterer to the (n1, n2)

th element
of Ση is e−j2πτk∆f(n1−n2) times another scalar which does

not depend on the range of the corresponding scatterer. If we
define qC

k to be the range response of the kth scatterer where[
qC
k

]
n
≜ e−j2πτk∆fn for n = 0, 1, · · · , N − 1, then

Ση =
K∑

k=1

qC
k(q

C
k)

H ⊙Ak(m̃, θ̃,Xn) (27)

where Ak, which depends on m̃, θ̃,Xn for all subcarriers,
as well as the angle and Doppler properties of kth scatterer
but not the range of it, can be found easily but not written
here for the sake of neatness. It should be noted that if
there were only a single scatterer with no Doppler spread and
the Doppler processing perfectly matched the Doppler of the
scatterer, Ak would become an all-ones matrix and Ση would
become a rank-1 matrix which includes the range information
of the scatterer. However, in a more realistic scenario, even
a slight Doppler spread or a Doppler mismatch between the
DACB and any of the scatterers results in an increase in the
rank of Ak and Ση . In other words, the Doppler mismatch
causes the range response of the scatterers, which would be
impulsive otherwise, to spread over the whole range spectrum.
In addition to this, this spread depends on the transmitted
symbols Xn. As a consequence, if Ση matrix information
is not used at the receiver side, the range information of the
scatterers cannot be learned and the output SINR is reduced
when there is Doppler mismatch. On the other hand, if the
Ση matrix is exploited at the receiver side, which requires
tracker information and a relatively high computation power,
the effects of the Doppler mismatch can be resolved and due
to the increased rank of Ση , output SINR can be increased
even more with respect to the case with no Doppler mismatch.

After the decision metric ξ is determined, it is compared to
the pre-determined CFAR threshold γth to make the decision:

ξ(ñ, m̃, θ̃)
H1

≷
H0

γth, (28)

where γth can be adaptively found using previous uncontam-
inated frames of data. A similar threshold map calculation is
explained in detail in [34] for SISO OFDM ISAC systems.
In this study, Tx symbols cannot be completely eliminated as
explained before, therefore instantaneous thresholds depend
on Tx symbols. However, the system can calculate average
thresholds over Tx symbols and use them in the long term as
the clutter is assumed to be stationary for multiple frames.

As a metric to compare the processing methods fairly, the
output SINR and the range covariance matrix of the IT after
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MIMO processing are defined as:

Σϕ(m̃, θ̃) ≜ E{rrH |H1} − E{rrH |H0}, (29)

SINR =
uHΣϕu

uHΣηu
. (30)

It should be noted that in this section, the filters in (16) and
(22) are written for the benchmark interference-aware detector.
In the later sections, filter calculations will remain the same
but the covariances used in them will change depending on
the filter type. In the next section, different implementations
of filters used in this study will be investigated.

IV. ALTERNATIVE FILTER IMPLEMENTATIONS IN THE
PROPOSED DETECTOR STRUCTURE

In this section, alternative filter implementations used in
this article will be investigated. In the first subsection, seven
different filters investigated in this study will be explained.
In the next subsection, the interpretation of these filters with
respect to the beam-squint effect will be provided.

A. Alternative Filter Implementations

There are seven different filter implementations investigated
in this article. The first three filters correspond to three
different V1 detectors. As can be seen in Fig. 2, only the
angular covariance matrix in the MIMO filters is different
in these three detectors. The next three filters correspond to
three different V2 detectors. As it can be seen in Fig. 2, only
the range covariance matrix in the temporal filters is different
in these three detectors. The final filter corresponds to the
benchmark 3-D periodogram detector, which uses conventional
DFT and IDFT for MIMO and range processing, respectively.
This detector is not shown in Fig. 2, but it can be seen
as a special case of either V1 or V2 detector, when the
corresponding covariance matrix is selected as identity matrix.

1) KA-SARP Given Xn, V1 detector: This detector utilizes
the proposed MIMO filter structure in (16) using the true
knowledge of interference angular covariance matrix Rηn,
which can be supplied to the detector as target maps from
trackers. The MIMO filter ωn is constructed for each subcar-
rier and each Tx symbol Xn, which requires DrDt ×DrDt

matrix inversions N times per frame. In each subcarrier, the
angular filter depends on the transmitted symbols. Therefore,
this detector is denoted as “Given Xn”. This detector is
the only one in this paper that uses different MIMO filters
for each subcarrier due to changing Tx symbols Xn. This
unique property results in an improved angular interference
suppression with a high computational cost. This detector must
be used only if the angular information of UITs is available
and there is not a constraint on the computational power.

2) KA-SARP with Expected Xn, V1 detector: As mentioned
previously, the true covariances R,Σ and thus the max-SINR
filters ω,u depend on the symbol sequence Xn at each sub-
carrier. In order to ease the calculation of the filters, expected
filters over symbols Xn at each subcarrier can be found. The
calculations of the expectations are given in the extended
version of this paper [41]. The expectations of Rηn and Ση

over Xn are denoted as R
η

n and Σ
η

, respectively. Since

the expectations are taken over Xn symbols, this detector is
denoted as “Expected Xn”.

Expected Xn, V1 detector forms the max-SINR MIMO filter
ωn in (16) by using R

η

n instead of Rηn. The angular correlation
time is assumed to be much larger than the OFDM frame
duration. Therefore, the filters in Expected Xn, V1 detector
can be calculated only once in several frames. This detector
can be used when the angular information of UITs is available
but there is only a limited computational power.

3) Fully Adaptive AMF-like SARP with SA, V1 detec-
tor: The previously explained detectors are knowledge-aided,
meaning that their performances significantly depend on the
true knowledge of the interference covariance matrices. As
an alternative processing method, we propose a fully adaptive
filter learning the interference covariance using only T frames
of data via sample averaging (SA) method. This detector can
be considered the application of the well-known AMF detector
in MIMO scenarios where clutter consists of multiple and
extended scatterers and beam-squint effects are visible. This
is why this kind of detector is denoted as “SA-AMF”. In
(16), instead of Rηn, SA-AMF, V1 detector uses the estimated
interference angle covariance matrix R̂ηn which was learnt
via SA method. Similar to Given Xn, V1 detector, the ωn

filters must be constructed N times per frame. However, if
the beam-squint and Doppler mismatch are ignored, Rηn can
be assumed to be the same for all subcarriers. Therefore, it
might be sufficient to use all subcarriers to learn a single
covariance matrix R̂η and use it to construct a single MIMO
filter ω. On the other hand, if the beam-squint is effective, the
angular channel of interference would depend on the subcarrier
frequency, and a subband approach could be used to ease the
calculations.

The working principle of SA-AMF detectors with a subband
approach is explained in more detail in Fig. 3. As seen in Fig.
3, SA-AMF detectors divide the spectrum into subbands to
mitigate the effects of beam-squint. There are N/N ′ = N sub-
carriers in each of the N ′ subbands, where N can be selected
so that the beam-squint effect is negligible inside the subbands
[32]. T frames of observation are assumed to be taken before
the IT is present. The SA-AMF, V1 detector uses these T
frames and N subcarriers to estimate the angular interference
covariance matrix R̂ηn′ of (n′)th subband via SA. Then, the
same ωn′ is used for all T frames and N subcarriers in each
subband. As the result of the angular processing, there are
T vectors to be processed in range domain, tth of them being
denoted as r(t). Dη in Fig. 3 represents a diagonal load matrix,
which guarantees that the matrix inversion converges. In this
study, Dη is proportional to expected noise angle covariance
matrix, which is Dη = γloadσ

2
n diag{IDt⊗(WH

r Wr)}, where
γload is the diagonal loading factor.

SA-AMF, V1 detector can be used when the angular infor-
mation of UITs is not available at hand, but to be estimated.
This detector is also compatible with subband processing,
therefore it can learn the angular information of UITs in the
scenarios with severe beam-squint effects.

4) KA-SARP Given Xn, V2 detector: In this detector, the
range filter u in (22) is constructed using the true knowledge
of interference range covariance matrix Ση , provided by the
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SubcarrierSubband

Frame 1

Angular Covariance Estimate of Subband 

Using Sample Averaging under 

Range Covariance Estimate 
Using Sample Averaging 

Adaptive CFAR Thresholding

MIMO Filter for CUT Angle

Range Filter for CUT range

in Fig. 2Doppler-Aware Code Bank Output for CUT Doppler

in (17)

in (23)

Fig. 3. Working principal and frame structure of the Fully-Adaptive (FA) Sample-Averaging (SA) detector, with a focus on subband approach

TABLE I
ALTERNATIVE FILTER TYPES FOR THE PROPOSED DETECTOR STRUCTURE

Name of MIMO Range Knowledge Computational

processing Filter Filter Required Complexity

method ωn u per CUT

Given Xn, V1 ωn(R
η
n) u(IN ) Xn,DC

k , θk,R
α
k O(KNM3D2

tDrT )

Given Xn, V2 ωn(IDrDt ) u(Ση) Xn,DC
k , θk, τk,R

α
k O(KN2M3D4

tD
3
rT )

Expected, V1 ωn(R
η
n) u(IN ) DC

k , θk,R
α
k O(N ′D2

tD
2
r)

Expected, V2 ωn(IDrDt ) u(Σ
η
) DC

k , θk, τk,R
α
k O(N2)

SA-AMF, V1 ωn(R̂
η
n) u(IN ) — O(N̄D2

tD
2
rT )

SA-AMF, V2 ωn(IDrDt ) u(Σ̂η) — O(N2T +N3)

3D Perio ωn(IDrDt ) u(IN ) — O(N ′DtDr)

tracker. As shown in (25), this range filter is dependent on
Tx symbols Xn, but there is only one matrix inversion of
size N ×N is required per frame. Therefore, this detector is
computationally less burdensome than Given Xn, V1 detector.
This detector must be used only if both angular and range
information of UITs are available and there is not a constraint
on the computational power.

5) KA-SARP with Expected Xn, V2 detector: This detector
forms the max-SINR range filter u in (22) by using Σ

η
instead

of Ση . Similar to Expected Xn, V1 detector, the filters can
be calculated only once in several frames because the range
response of the scatterers is assumed to stay correlated for
several OFDM frame durations. This detector can be used
when both angular and range information of UITs are available
but there is only a limited computational power.

6) Fully Adaptive AMF-like SARP with SA, V2 detector: In
(22), instead of Ση , SA-AMF, V2 detector uses the estimated
interference range covariance matrix Σ̂η which was learnt
via SA method. As shown in Fig. 3, Σ̂η is learned in each
frame, and then the average of these matrices is used to create
the range filter u to be used in all T frames. Dr in Fig. 3
represents a diagonal load matrix, which guarantees that the

matrix inversion converges. In this study, Dr is proportional to
the expected noise range covariance matrix, whose (n, n)th ele-
ment is [Dr](n,n) = γloadσ

2
n||WH

t bn(θ̃)||2||WrW
H
r an(θ̃)||2,

where γload is the diagonal loading factor.
As explained in (27), Doppler mismatch results in Ση

being dependent on Xn. This dependence can be described
as element-wise multiplication with a random matrix Ak,
which is zero-mean when the expectation is taken over Xn.
To estimate the deterministic part in Ση , which is qC

k(q
C
k)

H

in (27), the same Xn matrix must be repeated for multiple
frames to prevent the range information from being nullified.
Therefore, Xn symbols are repeated frame-to-frame in this
paper, which has an adverse effect on the communication rate.
However, it should be noted that the repetition occurs only in
N subcarriers among all N ′ subcarriers; and after the training
period is finished, the range filters of SA-AMF, V2 detector
can be fixed and the communication rate can be recovered. 5

SA-AMF, V2 detector can be used when the range information

5The training of SA-AMF filters is done under H0 hypothesis in this study.
However, it can also be done under H1 hypothesis without losing SINR by
using an increased number of training symbols.

Page 10 of 16

IEEE Transactions on Communications

Under review for possible publication in

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



11

of UITs is not available at hand, but to be estimated with a
slight decrease in the communication rate.

It should be noted that as the training goes to infinity, SA-
AMF, V1 detector approaches Expected Xn, V1 detector, and
SA-AMF, V2 detector approaches Given Xn, V2 detector. This
is because in SA-AMF, V1, different Xn sequences are used
in training, effectively averaging the MIMO filters over Xn.
On the other hand, in SA-AMF, V2, the same Xn is repeated
so that the range covariance is learned as if Xn is given.

7) 3-D Periodogram detector: As a benchmark detector, we
also utilize 3-D periodogram, which is a nonparametric method
commonly used in the literature, as in [15], [37]. This detector
uses no knowledge of interference and performs conventional
DFT or IDFT in range, angle and Doppler domains. This
detector is used if the computational power is severely limited.

The calculation of filters for different processing meth-
ods, along with the required knowledge and computational
complexities of them, are summarized in Table I. For the
computational complexities, the most complex operation that
is done for each frame is considered for each method. Given
Xn methods must calculate the true covariances for each
frame. Therefore, they are by far the most complex methods.

B. The Effects of Beam-Squint on Different Filter Types
When fc/W ratio of the system is significantly low, beam-

squint effects become non-negligible. A discussion on how
large the bandwidth of the system can be while keeping the
beam-squint effect small is provided in [32], and is not in
the scope of this study. The beam-squint directly affects the
receive and transmit steering vectors, an and bn, making them
dependent on the subcarrier index n. Consequently, the angular
covariance matrix, Rηn in (19), and the angular steering vector
towards the IT, pn in (17), are directly affected by beam-
squint. The steering vectors pn can be easily calculated once
for each subcarrier, therefore it does not bring additional com-
putational complexity to the system. However, Rηn depends on
the transmitted symbols Xn and should be calculated for each
transmitted OFDM symbol. On the other hand, to calculate
the angular filter ωn, the inverse of the Rηn matrix must be
taken for each OFDM symbol, requiring a large computational
power. Therefore, we proposed different filter types that ease
the Rηn calculations, effectively having different behaviors
against beam-squint. In this section, these behaviors will be
briefly discussed for three different implementations of V1

detector, as they are the only ones which use Rηn information.
1) KA-SARP Given Xn, V1 detector: As explained in

Section IV-A1, this filter type calculates the covariance matrix
Rηn for every subcarrier. Therefore, it can mitigate the effects
of beam-squint inherently, using a high computational power.
On the other hand, the covariance matrix can be calculated
for only N ′ number of subbands to ease the calculations. As
the fc/W ratio decreases, the number of subbands required to
keep the performance loss at minimum increases. If this filter
is used with fewer subbands than required, it can suffer from
performance losses due to beam-squint because it selectively
suppresses the clutter in angular domain. Therefore, this filter
must be used with enough number of subbands to get the
optimal interference suppression in angular domain.

2) Expected Xn, V1 detector: As explained in Section
IV-A2, this filter type calculates only one covariance matrix
for the sake of ease of calculations. Therefore, its performance
would be negatively affected by the beam-squint. The subband
approach can also be used with this filter to mitigate the
beam-squint effects; the expected covariance matrices can be
calculated for each of the N ′ subbands, taking the expectations
over the corresponding N subcarriers in the subbands.

3) Fully Adaptive AMF-like SARP with SA, V1 detector:
As explained in Section IV-A3, this filter type estimates the
covariance matrices for each of the N ′ subband, training over
the corresponding N subcarriers in the subbands. However,
since N̄ subcarriers are used for communication purposes,
the training of SA-AMF, V1 detector can be done using all
N̄ subcarriers to increase the estimation accuracy. This filter
suffers from beam-squint if N ′ is selected smaller than needed,
but increasing N ′ might result in reduction in estimation
accuracy of Rηn′ , indicating a trade-off.

V. NUMERICAL EVALUATIONS

In this section, the proposed and benchmark detectors are
numerically evaluated. First, the simulation parameters are
provided and their effects on output SINR are discussed.
Then, two beamforming schemes investigated in this study
are explained. Finally, the simulation results are given for the
cases when beam-squint effect is small and severe.

A. Simulation Parameters

The simulation parameters are provided in Table II. In
Table II, (BS) represents the cases where beam-squint effect
is severe, which is satisfied by increasing the actual number
of subcarriers, N̄ , 16 times while keeping the number of sub-
carriers for radar signal processing, N , the same. Therefore,
effectively, ∆f is increased and range resolution is decreased
16 times in the BS simulations. There are K = 10 UIT
scatterers and U = 2 UL users. The first UIT is assumed
to be a single scatterer with r1 = 0 m, v1 = 0 m/s, σC

k = 0
Hz and γC

k = 30 dB, depicting a strong self-interference. The
other UIT scatterers are in a cluster, which depicts an object
of finite and nonzero length and width. The center range is
18.11 m (10th range bin) and the center angle is −12 degrees
for this object. The length and width of the object are half
of the range and angle resolutions of the system, respectively.
We consider that the scattering points are on the edge centers
and corners of the object in both range and angle dimensions,
as well as the center of it, resulting in 9 scattering points.
The velocity, Doppler spread and total reflected power from
the object are 20 m/s (0.63th Doppler bin), 200 Hz and 20 dB,
respectively. The UL users are at 7.5 and 12.5 degrees, and the
average received powers from them are 10 dB each. The UL
users are assumed to have no velocity or Doppler spread, and
they are not considered as separate scattering objects for the
sake of simplicity. To ease the understanding of the graphs, red
dashed and blue dash-dotted vertical lines are drawn wherever
the UITs and SoIs are located, respectively.

It should be noted that the output SINR metric corresponds
to the SINR improvement factor in our simulations because
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TABLE II
SIMULATION PARAMETERS

Parameter Meaning Value Parameter Meaning Value

N̄ total # of subcarriers 1024 N # of ISAC subcarriers 32

M # of OFDM symbols 16 T # of frames 16

N ′ # of subbands 32 N ′ (BS) # of subbands for BS case 8, 1

N # of subcarriers in each subband 1 N (BS) # of subcarriers in each subband for BS case 4, 32

Nt, Nr # of Tx, Rx antennas 64 Dt, Dr # of Tx, Rx RF chains 10

Ts OFDM symbol duration 12.38 µs Tf frame duration 198 µs

∆f = W/N subcarrier spacing 2.59 MHz W bandwidth 82.75 MHz

∆f (BS) subcarrier spacing for BS case 41.37 MHz W (BS) bandwidth for BS case 1.32 GHz

fc center frequency 24 GHz λc center wavelength 12.5 mm

c speed of light in vacuum 2.998× 108 m/s γC
0 /σ

2
n target power 1 (0 dB)

γC
k /σ

2
n clutter power 30, 20 dB γS

u /σ2
n SoI power 10 dB

γload diagonal loading factor 3 NMNrNt/Dt maximum processing gain 53.22 dB

the IT power is selected to be unity. Each parameter has
different effects on the SINR improvement factor. For ex-
ample, by increasing the number of antenna elements, the
SINR improvement factor, the angular resolution and angular
interference suppression capabilities can be improved, with a
higher computational cost. Increasing M while keeping Ts

the same would improve the SINR improvement factor and
Doppler resolution, but the channel correlation time would be
a limitation on M . Increasing N would result in different types
of effects. In this study, we focus on a communication system
that uses N̄ subcarriers, while N of them are utilized for
sensing purposes in ISAC. We assume that the N subcarriers
are selected to cover the whole bandwidth W with uniform
spacing. Within this configuration, increasing N while keeping
N̄ the same would result in an increase in SINR improvement
factor and the maximum unambiguous range, and additional
interference suppression in range domain. On the other hand,
increasing N while keeping ∆f the same would result in an
improvement in range resolution.

B. Beamforming Scenarios

Two different beamforming schemes are simulated in this
study. In the first scenario, both Tx and Rx beams are
formed to cover the angle interval of (−7.5, 7.5) degrees,
which is called as fully overlapping (FO) scheme. In the
second scenario, Tx beamformer covers the angle inter-
val of (−20,−5) degrees and Rx beamformer covers the
angle interval of (5, 20) degrees, which is called as no
overlapping (NO) scheme. The Tx and Rx beamforming
gain patterns, and their multiplication depicting the total
beamforming gain pattern, are provided in Fig. 4. Tx and
Rx beamforming gain pattern values at the nth subcarrier
for angle θ is equal to Tr{an(θ)HWtW

H
t an(θ)/M} and

Tr{bn(θ)
HWrW

H
r bn(θ)}, respectively. It should be noted

that the gain is Nt/Dt inside the flat Tx sector because a total
Tx power constraint is assumed. On the other hand, the whole
Nr beamforming gain is achieved on the receiver side.
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Fig. 4. Tx, Rx and combined antenna gain patterns for fully overlapping (top)
and no overlapping (bottom) schemes

C. Simulation Results

In this section, output SINR values for five different de-
tectors will be given for different values of CUT angle, range
and Doppler bins. In addition, Pd vs input SNR curves for two
different CUT locations are also provided for these detectors.
The first detector uses ‘Given Xn’ processing for both V1 and
V2, and it is labeled as ‘V1&V2 Given Xn’ in the legends.
Since this detector uses Xn data for both variants, its SINR
is expected to be the upper limit for all other detectors. The
second detector uses ‘Expected Xn’ processing for both V1

and V2, and it is labeled as ‘V1&V2 Expected Xn’ in the
legends. Since this detector does not use Xn data for any
variants, it is expected to suffer from the Doppler mismatch
effect mentioned before, but its filters must be calculated only
once per several frames. The third detector uses ‘Expected
Xn’ processing for V1 but ‘Given Xn’processing for V2,
and it is labeled as ‘V1 Expected Xn&V2 Given Xn’ in
the legends. This detector does require Xn data for range
processing but uses expected filters for angle processing. Since
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Fig. 5. SINR vs CUT angle graphs for fully-overlapping (top) and non-
overlapping (bottom) scenarios, CUT Range bin: 0 (top) and 10 (bottom),
CUT Doppler bin: 0.32 (10 m/s)

the Doppler mismatch effect is more severe in range rather
than angle processing, this detector is expected to overcome
this difficulty while its complexity is reduced with respect to
the ‘V1&V2 Given Xn’ detector. The fourth detector uses ‘SA-
AMF’ processing for both V1 and V2, and it is labeled as
‘V1&V2 SA-AMF’ in the legends. This detector adaptively
learns both angle and range covariance matrices. Since its
learning inherently includes the effects of Xn, this detector
is expected to overcome the Doppler mismatch problem, and
its MIMO filters can be calculated only once after the training
period of several frames. The last detector uses ‘conventional
DFT,’ or ‘3-dimensional periodogram’ processing for both V1

and V2, and it is labeled as ‘3-D Perio’ in the legends. This
detector does not use any information about the interference
or Xn and is expected to perform the worst among others in
general. For DFT and IDFT processings in angle and range
domains, windowing is applied conventionally [42]. Therefore
in this study, Chebyshev windows are used with sidelobe
suppression values of 50 dB and 100 dB, respectively. Since
all detectors use conventional DFT or IDFT processing at
one of their variants, they suffer from a windowing loss of
around 3.2 dB. The detectors other than 3-D Perio can bypass
windowing without losing sidelobe performances, but we kept
the windows in the simulations for the sake of fairness.

1) Beam-squint effect is small: SINR vs CUT angle graphs
for two different scenarios are provided in Fig. 5. The top
graph in Fig. 5 represents a FO case where both a UIT and two
SoIs are inside the overlapping Tx-Rx sectors. It is seen that all
detectors except 3-D Perio perform similarly when the CUT
angle is away from UITs or SoIs. However, when CUT is on
top of the UIT in both angle and range, V1&V2 Expected Xn

and 3-D Perio detectors fail to suppress the interference while
other detectors can. This region is where the only difference
between the IT and the UIT is in Doppler domain. However,
as explained before, Xn knowledge is required to suppress
the interference using the Doppler diversity. Therefore, the
detectors that know (or learn) Xn information can suppress
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Fig. 6. SINR vs CUT range bin graphs for FO scenario, CUT Angle: 5
degrees (top) and 0 degrees (bottom), CUT Doppler bin: 0.32 (10 m/s)

the UIT while other detectors fail to reach a high SINR.
An important aspect of the clutter suppression here is that
all detectors use the same Doppler preprocessing. However,
the Doppler mismatch shows itself in both angle and range
covariance matrices, and the clutter can be suppressed in
Doppler domain with MIMO and range processing. The only
difference between V1&V2 Expected Xn and V1 Expected
Xn&V2 Given Xn detectors is the range processing part, but
the SINR difference is more than 60 dB between them at
CUT angle 0 degree. Similarly, the only difference between V1

Expected Xn&V2 Given Xn and V1&V2 Given Xn detectors
is the MIMO processing part, and the SINR difference is
around 10 dB between them at CUT angle 0 degree. This
shows that Doppler mismatch effect is more severe in the range
rather than the angle processing. The bottom graph in Fig. 5
represents a NO case, where Tx and Rx sectors are separated.
It can be seen that the importance of good MIMO processing
is more visible when the sectors are separated. When the CUT
angle is near (but not on top of) the UIT, V1&V2 Given Xn

detector can outperform the closest detector by around 7 dB.
The effects of Doppler mismatch on both range and angle
processings are still visible in this case.

SINR vs CUT range bin graphs for FO and NO scenarios are
provided in Fig. 6 and Fig. 7, respectively. Similar to the case
in Fig. 5, when the CUT angle is away from the interference,
all detectors except 3-D Perio perform similarly, and when
the CUT is on top of the interference, using Xn knowledge
is important. In Fig. 7, it is seen that V1&V2 Given Xn and
V1 Expected Xn&V2 Given Xn detectors perform the same
for most CUT ranges, only except on top of the UIT range.
This shows that V1 variant performs better than V2 variant only
when the CUT range is so close to UIT range. This is expected
because V1 uses max-SINR MIMO processing and V2 uses
max-SINR range processing. Fig. 7 shows that this 2-variant
detector scheme benefits the scenarios where the interference
can only be suppressed in one dimension.

To evaluate the effects of the number of ISAC subcarriers
N on range processing performance, SINR vs CUT range bin
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Fig. 7. SINR vs CUT range bin graphs for NO scenario, CUT Angle: 12
degrees (top) and -12.5 degrees (bottom), CUT Doppler bin: 0.32 (10 m/s)

0 5 10 15 20 25

Range bin

10

15

20

25

30

S
IN

R
 (

d
B

)

0 5 10 15 20 25

Range bin

-10

0

10

20

S
IN

R
 (

d
B

)

Fig. 8. SINR vs CUT range bin graphs for V1&V2 Given Xn (top) and
V1&V2 SA-AMF (bottom) detectors in a NO scenario, CUT Angle: -12.5
degrees, CUT Doppler bin: 0.32 (10 m/s)

graphs in a NO scenario for different N values are provided
in Fig. 8. In Fig. 8, N value is changed while N̄ is kept the
same, meaning that the total bandwidth and range resolution
remained constant. It can be seen that both V1&V2 Given Xn

and V1&V2 SA-AMF detectors can suppress the interference in
range domain when the IT and the UITs are separated enough.
The SINR difference between the two methods is due to the
limited training data of SA-AMF detector (T = 16 frames).
The SINR differences between consecutive N selections are
roughly 3 dB, as expected. On the other hand, as the dimen-
sions of Ση increases, interference suppression capabilities
in range domain also increase, resulting in a smoother SINR
response. It should be noted that when N = 8, the maximum
unambiguous range is decreased so much that the range
response is seen as folded in Fig. 8. It can also be seen that
N = 32 selection is a useful compromise between interference
suppression capabilities and computational complexity.

SINR vs CUT Doppler bin graphs for two different CUT
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Fig. 9. SINR vs CUT Doppler bin graphs for FO scenario, CUT Angle: 5
degree (top) and 0 degree (bottom), CUT Range bin: 10
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Fig. 10. SINR vs CUT Doppler bin graphs for FO (top) and NO (bottom)
scenarios, CUT Angle: 0 degrees (top) and -12 degrees (bottom), CUT Range
bin: 0 (top) and 10 (bottom)

angles for a FO scenario are provided in Fig. 9. In the
top graph of Fig. 9, all detectors except 3-D Perio perform
similarly as in the other graphs before. In the bottom graph of
Fig. 9, it is seen that when the suppression in angle domain
is impossible, the suppression in the range domain depends
on the CUT Doppler. When the CUT Doppler is the same as
the UIT Doppler, range processing can successfully suppress
the clutter for all detectors. However, when there is Doppler
mismatch, the detectors that do not use Xn information fail
to suppress the UIT even if it is separated in range domain.
This clearly shows that Doppler mismatch can harm range
processing if Xn information is not exploited.

SINR vs CUT Doppler bin graphs for the scenarios in
which CUT angle and range bins are on top of UITs are
provided in Fig. 10. When the CUT is on top of any UIT
in both angle and range domains, the UIT can be suppressed
only in Doppler domain. Therefore, the detectors using Xn

information outperform the others when the CUT Doppler
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Fig. 11. Pd vs input SNR curves for NO scenarios, Pfa = 10−3, number
of Monte-Carlo trials: 300, CUT Range bin: 10, CUT Doppler bin: 0.32 (10
m/s), CUT Angle: -6 degree (top) and 16 degrees (bottom)

is separated from the UIT Doppler. It can also be seen that
Doppler spread of the UIT is also important and determines
how much separation in Doppler is needed to create diversity
and suppress the UIT.

Pd vs input SNR curves for two different CUT locations
are provided in Fig. 11. In this figure, input SNR means the
SNR value per subcarrier per antenna per symbol. For each
detector, the CFAR threshold is determined by the formula
γth = − ln(Pfa) ∗ β where β is the detection metric at the
detector input when H0 hypothesis is true. Theoretically, this
metric is equal to the denominator of the SINR expression
in (30) for each detector. Since the covariance matrix and
the filters in the expression depend on Xn, the theoretic
threshold also depends on Xn. However, for successful de-
tectors, interference is suppressed so that the Xn dependence
of the thresholds is weak. On the other hand, adaptive CFAR
thresholding using multiple training frames with different Xn

data can also be used to average out the effects of Xn on
the thresholds. A similar adaptive thresholding method is
explained in [34]. In Fig. 11, average thresholds are found
for Pfa = 10−3 and 300 Monte-Carlo trials are conducted to
find Pd values. It can be seen in Fig. 11 that Pd vs input SNR
curves give similar results to SINR curves, as expected.

2) Beam-squint effect is severe: The beam-squint effect
when fc/W ratio is relatively small is investigated in Fig.
12. In the top graph of Fig. 12, the detectors do not care
about the beam-squint effect and use only a single subband,
applying the same angular processing for all subcarriers. It
can be seen that the performance of the detectors decreases
due to the misinformation on MIMO processing caused by
the beam-squint effect. On the other hand, V1&V2 Given Xn

detector tries to put a sharp null on a wrong angle and therefore
its SINR cannot be interpreted as an upper limit to other
detectors anymore. Besides this, SA-AMF detector learns the
angle information from all subcarriers, which all have different
angle information due to the beam-squint effect, and therefore
tries to nullify a wider set of angles than it should be.
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Fig. 12. SINR vs CUT angle graphs for NO scenarios when beam-squint
effect is severe, CUT Range bin: 10, CUT Doppler bin: 0.32 (10 m/s).
fc/W = 18.1274. Number of subbands: 1 (top) and 8 (bottom)

When the bottom graph of Fig. 12 is investigated, it can
be seen that subband approach can be used to mitigate the
negative effects of beam-squint. When N ′ = 8, the MIMO
processing filters consider different amounts of suppression for
8 different angles, therefore the UIT can be suppressed better
for both detectors. The performance increase in V1&V2 Given
Xn detector is around 10 dB for some angles, showing that
subband approach is a valid method to mitigate the negative
effects of beam-squint and make full use of the UIT covariance
information while keeping the computational complexity lower
than the case when N ′ = 32.

It can be inferred from Fig. 12 that beam-squint effect can be
detrimental if it is not taken into account and the same filter is
used for all subcarriers. However, it is not necessary to always
use different filters for all subcarriers, a subband approach can
be enough depending on the severity of beam-squint effect.
It can also be seen in Fig. 12 that our proposed KA-SARP
filters outperform others by suppressing the interference even
if it spreads angularly due to the beam-squint effect.

VI. CONCLUSION

This paper proposed a radar detector structure for a MIMO-
OFDM ISAC system under the disruptive effects of Doppler
mismatch, beam-squint, UL users and multiple scatterers in
fractional Doppler-angle-range bins. The introduction of the
DACB and coupling between Doppler mismatch and Tx sym-
bols was crucial in understanding the nature of the MIMO-
OFDM ISAC systems. The sub-optimal SARP method proved
effective in maximizing the output SINR, with the help of
a novel two-variant detector scheme. On the other hand, the
possible beam-squint effect dictated that MIMO processing
should be done before range processing in SARP. The pro-
posed subband approach effectively addressed the beam-squint
effect. Simulation results confirmed the superior performance
of our proposed detectors compared to conventional methods,
highlighting their potential in enhancing MIMO ISAC system
performance for 6G systems.
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